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Tilt-Shift Manipulation

We demonstrate the tilt-shift manipulation on 10 images, and our framework successfully learns to blur the 
regions above and below the car.

Target Images Macro Results

...

Demonstration Manipulations:



Target Images Macro Results



Car Recoloring Manipulation
We demonstrate recoloring of 5 red cars and 5 green cars to blue. Our content-adaptive macro correctly recolors new 
target cars, without recoloring red/green elements (e.g. red �owers) that fall outside the car bounding box. But, it fails 
when red/green background elements, like grass, fall within the bounding box.

Target Images Macro Results

...

Demonstration Manipulations:



Limitations:

The macro can only recolor cars that are within a certain range of red and greens. Because this car is pink and
therefore contains some red, the selection mask indicates that this region has a small but non-zero probability
 to be selected. For this reason, our content-adaptive macro only tints the car and does not fully select and 
recolors it.

The macro only changes the roof color of the car, because this is the only region the car is red or green. 
It also changes the color of the red shirt of the man in the background.

The macro recolors the red car as well as the grass, because the green grass is within the bounding box
of the car and we trained our macro for green and red cars. 



Eye Makeup / Bag Removal

To test the in�uence of landmark points on our framework for face manipulations, we learned the eye makeup 
and bag removal manipulations by replacing the 83 landmark points for faces with the 4 corner points of the axis-aligned
bounding box for each labeled face region (e.g. eye, mouth, lip). We applied the resulting macros to 20 new target images 
and observed that 17 of the bag removal  transfers were successful, but only 4 of the eye makeup transfers were successful.  
The eye makeup manipulation requires more precise brush strokes than the bag removal manipulation.  Using only the
bounding box vertices as landmarks reduces the precision of our brush stroke transfers and leads to less successful results
for the eye makeup macro.  

Target Images Macro Results
Eye Makeup

Bag Removal
Target Images Macro Results



Amazon Mechanical Turk Task
We used the task template shown below to solicit user feedback on the quality of our 
results as compared to ground-truth and average images. 



Mechanical Turk Average Di�erence Ratings
This page shows average di�erence ratings from the Amazon Mechanical Turk studies. 



Mechanical Turk Rating Consistency and Outliers
The table below shows the number of automatic and corrected images that were rated as better than or equal to 
ground truth by at least 3 of the 5 workers and the number of automatic and corrected images that were rated no 
better or worse than the average images by at least 3 of the 5 workers. Column f shows the percentage of automatic 
and corrected results that were rated lower or the same as ground truth across all training examples and the 
percentage of automatic and corrected results that were rated as no better or worse than the average across all 
training examples (i.e. (column e)/340).  Column g shows the same calculation but only includes images that were 
computed from 20 training demonstrations. 

For the dark sky and lomo manipula-
tions we performed experiments with 
20 training demonstrations. The table 
on the left shows our results.
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Bag Removal: 1 training demonstration 
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Bag Removal: 20 training demonstrations 
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Bag Removal: 30 training demonstrations 
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Bag Removal: 10 training demonstrations 

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

1 2 3 4 5 

fr
eq

ue
nc

y 
(%

) 

user rating 

Contrast: 1 training demonstration 
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Contrast: 10 training demonstrations 
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Contrast: 20 training demonstrations 
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Contrast: 30 training demonstrations 
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Eye Makeup: 1 training demonstration 
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Eye Makeup: 10 training demonstrations 
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Eye Makeup: 20 training demonstrations 
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Eye Makeup: 30 training demonstrations 
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Film Noir: 1 training demonstration 
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Film Noir: 10 training demonstrations 
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Film Noir: 20 training demonstrations 
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Film Noir: 30 training demonstrations 
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Sunset: 1 training demonstration 
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Sunset: 10 training demonstration 
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Sunset: 20 training demonstration 
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Sunset: 30 training demonstration 

Mechanical Turk Rating Distributions

We show di�erence rating distributions for all tested manipulations. Despite the fact that we 
did not remove outliers and the data includes noise, the a�ect of the learning techniques is clear 
in the distributions. As the number of training demonstrations increases, di�erence ratings for our 
automatic and corrected images become close and in some cases match exactly to the di�erence 
ratings for the ground truth.  

gt automatic corrected ave 



Absolute Parameter Difference 
 

We compare the parameter values for the automatic, average and corrected conditions to the ground truth parameters. We do 
this comparison separately for each parameter. Only the values for the mustache manipulation were computed for 10 training 
demonstrations. We compute the values for all other manipulations for the case of 20 training demonstrations.  

 



MSE Data

This page includes the data from our MSE analysis, which compares our automatic and 
corrected results to the average. MSEs are computed with respect to the manually generated 
ground truth images.



 
 
LARS versus Least Squares 
 
As an alternative to LARS, we tested using a basic least squares regression algorithm to adapt adjustment parameters for two 
manipulations, contrast and skin tone. We used 20 training images and computed the absolute parameter difference between the 
parameters generated using least squares, LARS and the ground truth parameters. We also computed the MSE for the results generated 
using these two regression techniques and the ground truth. 
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